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The Symbol Grounding Problem
• There has been much discussion recently about the scope and limits of purely symbolic models of 

the mind and about the proper role of connectionism in cognitive modeling. This paper describes 
the “symbol grounding problem”: How can the semantic interpretation of a formal symbol 
system be made intrinsic to the system, rather than just parasitic on the meanings in our 
heads? How can the meanings of the meaningless symbol tokens, manipulated solely on the basis 
of their (arbitrary) shapes, be grounded in anything but other meaningless symbols? The problem is 
analogous to trying to learn Chinese from a Chinese/Chinese dictionary alone. A candidate 
solution is sketched: Symbolic representations must be grounded bottom-up in nonsymbolic 
representations of two kinds: (1) iconic representations, which are analogs of the proximal sensory 
projections of distal objects and events, and (2) categorical representations, which are learned and 
innate feature detectors that pick out the invariant features of object and event categories from their 
sensory projections. Elementary symbols are the names of these object and event categories, 
assigned on the basis of their (nonsymbolic) categorical representations. Higher-order (3) symbolic 
representations, grounded in these elementary symbols, consist of symbol strings describing 
category membership relations (e.g. “An X is a Y that is Z”). 

  Stevan Harnad: The Symbol Gounding Problem, Physica D: Nonlinear Phenomena, Volume 42, Issues 1–3, June 1990, Pages 335-346



The Symbol Grounding Problem

• Connectionism is one natural candidate for the mechanism that learns the invariant features 
underlying categorical representations, thereby connecting names to the proximal projections of the 
distal objects they stand for. In this way connectionism can be seen as a complementary component 
in a hybrid nonsymbolic/symbolic model of the mind, rather than a rival to purely symbolic 
modeling. Such a hybrid model would not have an autonomous symbolic “module,” however; the 
symbolic functions would emerge as an intrinsically “dedicated” symbol system as a consequence of 
the bottom-up grounding of categories' names in their sensory representations. Symbol 
manipulation would be governed not just by the arbitrary shapes of the symbol tokens, but by 
the nonarbitrary shapes of the icons and category invariants in which they are grounded.

  Stevan Harnad: The Symbol Gounding Problem, Physica D: Nonlinear Phenomena, Volume 42, Issues 1–3, June 1990, Pages 335-346
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Problems with Neural Networks

• Opacity (black box) 

• Huge training set 

• Difficult incremental learning 

• Difficulties in compositionality 

• Difficulties in analogic reasoning 

• ….



An Intermediate Geometric Level of 
Representation
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Conceptual Spaces

• A Conceptual Space CS (Gärdenfors, 2000)  is a metric 
space whose dimensions are related to sensory based 
quantities (Color, pitch, spatial coordinates, etc.). 

• Dimensions do not depend on any specific linguistic 
description. 

• A percept is a point in CS. 
• Convex shapes as basic concepts
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The Color Spindle



Vowel Space



Musical Pitch
308 ROGER N. SHEPARD

Figure 1. A simple regular helix to account for the in-
creased similarity between tones separated by an octave.
(From "Approximation to Uniform Gradients of Gen-
eralization by Monotone Transformations of Scale" by
Roger N. Shepard. In D. I. Mostofsky (Ed.), Stimulus
Generalization, Stanford, Calif.: Stanford University
Press, 1965, p. 105. Copyright 1965 by Stanford Uni-
versity Press. Reprinted by permission.)

in an octave relation to a given fixed tone
(Burns, 1974; Dowling, 1978b; Sundberg
& Lindqvist, 1973; and, originally, Ward,
1954).1

Simple Helical Representations
We can obtain geometrical representa-

tions that are consistent with an increased
similarity at the octave by deforming a rec-
tilinear representation of pitch into a higher
dimensional embedding space to form a he-
lix, as proposed for this purpose by Drobisch
as early as 1846, or a spiral, as proposed by
Donkin in 1874 (seePikler, 1966; Ruckmick,
1929; and for a recently proposed planar
spiral, Hahn & Jones, 1981). For, unlike a
straight line, a helix or spiral that completes
one turn per octave achieves the desired in-
crease in spatial proximity between points
an octave apart—at least if the slope of the
curve is not too steep. (Compare Paths a and

b between the tones C and C, an octave
apart, in Figure 1.) Moreover, this is true
whether the curve is embedded in a cylinder,
as proposed by Drobisch, a flat plane, as sug-
gested by Donkin, or a bell-shaped surface
of revolution, as advocated by Ruckmick
(1929). Despite their differences, the rep-
resentations proposed by these authors were
alike in having adjacent turns more closely
spaced toward the low-frequency end, where
given differences in log frequency are less
discriminable. (See the figures reproduced
in Pikler, 1966; Ruckmick, 1929.) These
representations were analogous, in this re-
spect, to the unidimensional psychophysical
representations of Stevens and his colleagues
(Stevens et al, 1937; Stevens & Volkman,
1940).

In 1954, before learning of these early
proposals, I had attempted to accommodate
a heightened similarity at the octave by
means of a tonal helix (Note 3) that differed,
however, from the ones proposed by Drob-
isch, Donkin, and Ruckmick in being geo-
metrically uniform or regular. (See Figure
1, which, except for relabeling, is reproduced
from Shepard, Note 3—as it later appeared
in Shepard, 1965). Because it is geometri-
cally regular, this is the helical analog of the
unidimensional scale having the musically
more relevant logarithmic structure advo-
cated by Attneave and Olson (1971); in it
the distance corresponding to any particular
musical interval is invariant throughout the
representation. The uniform helix also pos-
sesses an additional advantage over curves
embedded in variously shaped surfaces of
revolution, such as Ruckmick's (1929) "tonal
bell." Only when the helix is regular, and
hence embedable in a cylindrical surface,
will tones standing in the octave relation, in
addition to coming into closer proximity with
each other, fall on a common straight line
parallel to the axis of the helix. Such lines

1 Incidentally, these studies agree in showing that the
ratio of physical frequencies of pure tones that subjects
set in the octave relationship is about 2.02:1 and not
exactly 2:1. This small "stretched-octave" effect (Bal-
zanol 1977; Burns, 1974; Dowling, 1973a; Sundberg
& Lindqvist, 1973; Ward, 1954) still leads to an ap-
proximately logarithmic relation between pitch and fre-
quency and does not vitiate any of the conclusions to
be drawn here.
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enter into the structure in completely anal-
ogous ways, and in four-dimensional space,
where rotations are about planes rather than
about lines, we can rigidly rotate the whole
structure about either of the two mentioned
planes in such a way that the circle projected
onto the other plane is carried into itself
through any desired angle.

The complete symmetry between the two
circular components of the toroidal version
of the double helix is revealed more clearly
in the unwrapped version already displayed
in Figure 4. Such a planar map represents
the toroidal surface just as it did the straight
cylindrical surface (Blackett, 1967). The
horizontal axis of the map still corresponds
to the circle of fifths, but the vertical axis
now corresponds to the chroma circle rather
than to the rectilinear dimension of pitch
height. Also, all four corners of the rectan-
gular map now correspond to the same tone
and, hence, the same point (C) in the torus.
The lattice pattern of the melodic map is
now strictly repeating vertically as well as
horizontally, and the two types of rotations
just described correspond, respectively, to
horizontal and vertical translations in the
two-dimensional plane.

The Double Helix Wound Around a
Helical Cylinder

Actually, because tones can be synthe-
sized such that those differing by an octave
realize any specified degree of perceptual
similarity or "octave equivalence," we need
some way of continuously varying the struc-
ture representing those tones between the
double helix with the rectilinear axis (Figure
3 [c]) and the variant with the completely
circular axis (Figure 5). What modification
of the latter, toroidal structure will bring
back a separation of chroma-equivalent tones
on a dimension of pitch height? Again the
analogy with the original simple helix is
helpful. Just as a cut and vertical displace-
ment of the earlier chroma circle can yield
one loop of the simple helix, a cut and ver-
tical displacement of the torus portrayed in
Figure 5 yields one loop of a higher order
tubular helix. By attaching identical copies
of such a loop, end to end, we can extend
this higher order helical structure indefi-

Figure 6. The double helix wound around a helical cyl-
inder. (From "Structural Representations of Musical
Pitch" by R. N. Shepard. In D. Deutsch (Ed.), Psy-
chology of Music. New York: Academic Press, 1982.
Copyright 1982 by Academic Press, Inc. Reprinted by
permission.)

nitely in pitch height, as shown in Figure 6.
As before, we are distorting the true met-

ric structure of this geometrical object by
visualizing it in only three dimensions. It
achieves its full inherent symmetry only in
a space of five dimensions, where it exists as
the Euclidean "sum" of the two-dimensional
circle of fifths, the two-dimensional chroma
circle, and the one-dimensional continuum
of pitch height. In this way the structure
continues to obey the already-stated prin-
ciple that the most general rigid motion of
space into itself is the product of rigid ro-
tations and rectilinear translations. It is in
this sense, too, that the structure crudely
depicted as if three-dimensional in Figure
6 can rightly be -regarded as a higher di-
mensional generalization of the helix.

A final point to be made about this gen-
eralized helical structure will be relevant
when, in a following section, I compare it
against empirical data. Whereas the double
helix as it was first derived (Figure 3 [b])
was regarded as rigid (in order to preserve
the equilateral character of its constituent
triangles), the more general structure illus-
trated in Figure 6 can be regarded as ad-



Circumplex Model of Emotions



Conceptual Spaces

• Information is organized by quality dimensions 

• … that are sorted into domains (space, time, temperature, weight, color, shape … ) 

• Dimensions within domains are integral 

• Domains are endowed with a topology or metric 

• •Similarity is represented by distance in a conceptual space



Properties and Concepts

• Property: A convex region in a single domain 

• Concept: A set of convex regions in a number of domains; together with  

• (1) prominence values of the domains and  

• (2) information about how the regions in different domains are correlated



Example of Concept “Apple”

Domain Region

Fruit Values for skin, flesh and seed type

Color Red-green-yellow

Taste Values for sweetness, sourness etc

Shape “Round” region of shape space

Nutrition Values for sugar, vitamin C, fibres etc



The “Full Monty” of CS
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Categorization in CS

• Voronoi tessellations around 
prototype objects divides 
conceptual spaces into categories 
based on the nearest neighbour 
rule, i.e. each object is associated 
with the prototype closest to it.  
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Categorization in CS
Different prominences  

of prototypes



Learning in CS

P. Gärdenfors, M.A. Williams: Reasoning about Categories in Conceptual Spaces, Proc. of the Fourteenth International 
Joint Conference of Artificial Intelligence, Morgan Kaufmann, 385 - 392, 2001. 



Learning in CS
Crisping a prototype



Compositionality in CS

Polka Dot Zebra



Analogic Reasoning

To be to the right of The peak of a mountain The peak of a career



Neural Networks vs Conceptual Spaces

• Opacity (black box) 

• Huge training set 

• Difficult incremental learning 

• Difficulties in compositionality 

• Difficulties in analogic reasoning 

• ….

• More transparent representation (no black box) 

• Even small training set 

• Incremental learning 

• Compositionality 

• Some forms of analogic reasoning 

• ….





Grounding Objects
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A Cognitive Architecture



The Subsymbolic Level

• Low level processing of data coming from sensors. 

• Information is not yet organized in terms of conceptual structures and categories. 

• Extraction of the 3-D model



The Static CS

• A point is a superquadric 

• An object is a composition of superquadrics 



The Linguistic Level
• Hybrid formalism in the KL-ONE tradition 

• Terminological component 

• terminological language: semantic networks (SINets)  

• concept descriptions (general knowledge) 

• Assertional component 

• assertional language: ground atoms 

• information about specific scene



Terminological Component



Assertional Component

• First order logic 

• Concepts → One place predicates 

• Roles → Two place predicates



Grounding Objects



Generation of Assertions

• Driven by the focus of attention  

• associative expectations: learned by NNs 

• linguistic expectations: driven by linguistic KB



Focus of attention



Linguistic expectations

A priori knowledge of the object shape

Cylinder-shaped(#k1)
Box-shaped(#k2)
Hammer (Hammer#1)
has-part(Hammer#1,#k1)
has-part(Hammer#1,#k2)



Associative expectations

Free associations among previously seen objects

Hammer (Hammer#1)
Box (Box#1)
Next-to(l#1)
Has-part(l#1,Hammer#1)
Has-part(l#1,Box#1)



System At Work

Cylinder-shaped(#k1)
Box-shaped(#k2)
Hammer (Hammer#1)
has-handle(Hammer#1,#k1)
has-head(Hammer#1,#k2)
Ball-shaped(#k3)
Ball(Ball#1)
has-part(Ball#1,#k3)
Ellipsoid-shaped(#k4)
Mouse(Mouse#1)
has-part(Mouse#1,#k4)



Grounding Actions



Dynamic scenes

• Generic movements are made of smooth functions of time separated by instantaneous 
discontinuities (Marr). 

• A simple motion - delimited by two discontinuities - can be approximated by the 
superimposition of frequency harmonics (FFT analysis)



Parabolic motion 

FFT Analysis Of A Simple Motion

FFT of the motion Recovered motion  
by the first frequencies of FFT



Actions and Situations

• A Situation is a configuration of points in CS:  
objects maintain their motions states 

• An (instantaneous) Action is a scattering of  
points in CS: an event occurs, and some  
objects may change their motion state



Dynamic focus of attention

• Synchronic attention:  
scan operation in the same CS frame.  

• Diachronic attention:  
Scan operation in subsequent CS frames. A scattering aoccurs.



Terminological component

Seize

part_of_Seize# 1
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*
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Stretch  ou t
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System at work

A seizes an object 



Grounding Actions



Meeting of Minds

M. Warglien & P. Gärdenfors: Semantics, conceptual spaces, and the meeting of minds, 
Synthese (2013) 190:2165–2193 



Grounding of Word Classes 

Concepts Nouns

Properties Adjectives

Dynamic 
properties Verbs 

Spatial 
Relations Prepositions 



Sharing CSs 
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Grounding Intentions





Self Reflection: Meeting with Its Own Mind
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Grounding Second Order Concepts

• A second order perception at time t describes  
the perception of the conceptual space of the 
agent at time t-d. 

• The agent perceives itself and its environment 

• “I know I am / I am not able to do this” 

• “I know that I don’t know this”



Higher Order Perceptions

• The robot self is generated and supported by the CS dynamics, in the sense 
that the system generates dynamically first-order, second-order and higher-
order perceptions during its operations, and this mechanism of generation 
of higher-order perceptions is responsible for the robot of self-
consciousness. 



Cicerobot



A Robot Prototype

• To design and implement a 
prototype of the integrated 
computational model of the 
meeting of mind on a Pepper 
humanoid robot platform.



Take Home Message

• Conceptual Spaces: Intermediate between symbolic and sub symbolic representations 

• Grounding: 

• Concepts 

• Actions 

• Intentions 

• Second Order Concepts
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